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Report Summary

In recent years, researchers in such diverse areas as psychology, marketing, and organizational behavior have investigated the concept of regulatory fit. Regulatory fit is the match between people’s regulatory focus—either promotional (pleasure seeking) or preventative (risk avoiding)—and their strategy for pursuing goals or the consequences they focus on when making decisions. This research is of interest to marketers because the evidence suggests that a match between a customer’s orientation and the marketer’s communication strengthens the customer’s positive attitudes and behaviors toward the brand. Studies have investigated different sources of regulatory fit, different methods of stimulating regulatory fit, the scope of fit, and boundary conditions.

In this meta-analysis, a team of scholars led by Dhruv Grewal examines 202 studies conducted over 13 years (1998–2010) to provide insight into how regulatory fit affects seven dependent variables: evaluation, behavioral intention, processing, fluency, feeling right, feeling confident, and affect. They consider the roles of five moderators: source of regulatory focus (momentary or chronic), how momentary focus is primed (through self-reflection or through a reflection on one’s situation), type of regulatory fit (a match between one’s focus and a decision process or between one’s focus and a decision outcome), fit scope (incidental or integral), and fit match (ways in which a match is created, e.g., based on decision style or on self-view).

Their analysis indicates that regulatory fit has a significant effect on all the dependent measures. The effects are strongest when the source of regulatory fit is subtle—that is, when consumers’ attention is not called to the fact that they are experiencing regulatory fit—and when the decisions consumers are making are less deliberative (i.e., require less thought). These findings underscore the unconscious level at which regulatory fit effects appear to operate: they appear to work best when people use them non-reflectively, as a decision-making heuristic.

Specifically, the researchers find robust regulatory fit effects for both chronic and momentary sources of regulatory focus, but chronic sources of regulatory focus are stronger. In the case of momentary focus, they find that effects are stronger when a situation primes the focus than when personal reflection primes the focus.

They find that both process-based and outcome-based regulatory fit yield strong effects. Outcome-based fit effects yield enhanced responses (both positive and negative responses become more positive), whereas process-based fit effects yield polarized responses (positive responses become more positive, while negative responses become more negative).

For fit scope, the researchers find that integral fit (that is, fit that is generated in a way that relates directly to the decision or task at hand) produces stronger effects than incidental fit (fit that is generated in a way that is unrelated to the decision or task at hand).

Finally, of the types of fit match that the researchers investigate, the strongest results are generated by the framing method and the hedonic-versus-utilitarian method.
There are several implications for marketing managers. First, it is worthwhile to assess or prime customers’ regulatory focus and then craft communications messages that appeal to the regulatory focus, thereby creating regulatory fit—which will strongly influence purchase decisions. For example, managers might frame their advertising appeal to elicit a promotion or prevention orientation and then match their slogan to fit the specified orientation – inducing regulatory fit.

The researchers also note that emerging research suggests that in certain circumstances, regulatory non-fit may actually have stronger effects than regulatory fit. This is one of many possible areas of future research.
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Imagine two customers, Steve and Bob, who are thinking about buying cars. Steve wants a great car that will enhance his image, such as the new sporty models that he believes will promote an image of success. Bob instead is more concerned about avoiding accidents and injuries. He thus is drawn to cars with better crash-test ratings and safety features that can help him prevent harm. These hypothetical characters epitomize an important focus in recent consumer research, namely, the impact of regulatory fit on evaluations and behaviors (Higgins 2006; Higgins et al. 2003; Lee and Aaker, 2004; Pham and Higgins 2005). Regulatory fit is an exciting, multi-disciplinary, and quickly evolving field. In the past 10-15 years, since regulatory focus (Higgins 1997) and fit (Higgins 2000) were first introduced, researchers have published more than 120 articles on the topic, in a number of different fields, with the majority in top-tier journals. Researchers in such diverse areas as psychology, marketing, sociology, economics, and organizational behavior to name a few are all actively incorporating this theory into their understanding of human behavior.

The variety of ways in which researchers define regulatory fit in the literature attests to the breadth of the regulatory fit concept. Researchers suggest that “people experience regulatory fit when they make decisions in a way that matches their [regulatory] orientation” (Lee and Higgins 2009, 320). Similarly, regulatory fit can depend “on the value that is created by the decision outcome satisfying the orientation need or concern” (Avnet and Higgins 2006, 3). Some researchers refer to the latter definition as regulatory relevance; however, for the sake of simplicity we refer to both as regulatory fit. While regulatory fit effects can apply to a range of regulatory orientations (e.g., locomotion and assessment, Avnet and Higgins 2003), the majority of research investigates promotion and prevention orientations and how they lead people to seek
to satisfy their nurturance (promotion focus) or security (prevention focus) needs (e.g., Higgins 1997). As a consequence, we focus on promotion and prevention orientations as a basis for fit. We build on several excellent qualitative review articles that highlight conceptual and methodological heterogeneity in this research domain and suggest important issues to be resolved (e.g., Aaker and Lee 2006; Avnet and Higgins 2006; Cesario, Higgins and Scholer 2008; Lee and Higgins 2009; Pham and Higgins 2005; Pham and Avnet 2009). This meta-analysis explores the impact of the components of fit, the boundary conditions of fit, and methodological factors. As we highlight below each of these factors may have a differential impact on fit effects. This meta-analysis also captures and explores the variety of dependent variables researchers use to measure regulatory fit effects such as evaluations (e.g., Wan, Hong and Sternthal 2009), behaviors (e.g., Forster, Higgins and Idson 1998), and behavioral intentions (Cesario, Grant, and Higgins 2004, study 1). The variety of and breadth in regulatory fit effects reinforces the need for a comprehensive, quantitative review of the domain addressing key issues and providing a basis for future research.

As researchers study regulatory fit they rely on different sources of regulatory focus (i.e., chronic measurement vs. momentary priming). Do different sources lead to differences in fit effects? Research on frequency and recency effects might inform this question with frequency effects supporting the strength of chronic focus and recency effects supporting the strength of momentary focus. Chronic focus, which has developed over time as a result of repeated exposure to focus-relevant messages might have a greater impact on regulatory fit similar to frequency effects. Alternatively, momentary focus would seem to benefit from closer temporal proximity to the outcome variable similar to recency effects and yield stronger regulatory fit effects.
Researchers use a variety of momentary primes including asking a person to focus on a general situation (e.g., completing word fragments; Lee, Keller and Sternthal 2010, study 3) or reflect on their own lives or self (e.g., imagining going on a trip with family; Lee et al. 2010, study 1). Based on past research that demonstrates that regulatory fit effects are weaker when involvement is higher (Wang and Lee 2006) we might expect that self-generated primes that are likely to be more involving than situation-generated ones, might show more modest effects.

Further need for clarification stems from variation in how researchers create fit effects. Regulatory fit can involve a match between regulatory focus and the goal-pursuit strategy (i.e., process-based fit) or consequences (i.e., outcome-based fit). There have been differences in opinion in the literature as to whether process-based regulatory fit effects are truly different from outcome-based regulatory fit effects (Avnet and Higgins 2006; Aaker and Lee 2006). As we will discuss in more detail later, process-based regulatory fit is thought to lead to polarization in attitudes while outcome-based regulatory fit is thought to lead to enhancement of attitudes (Higgins 2002).

Researchers identify a number of ways to create a match between an individual’s regulatory focus and a subsequent task to create fit. We refer to this as “fit match” and examine differences between studies that create fit through, for example, framing (e.g., Monga and Zhu 2005, study 1), self-view (e.g., Aaker and Lee 2001), and affective versus substantive information (e.g., Pham and Avnet 2004). It would be valuable to shed insight onto the differential size of the regulatory fit effect as a function of the different methods researchers have developed to induce fit.

An emerging area has been the inquiry into the scope of fit. Fit can occur both within the persuasion task (integral methods e.g., Mourali and Pons 2009) and independent of the persuasion task (incidental methods e.g., Hong and Lee 2008, study 4). However, it is unclear
whether there are differences in the strength of the effects as a function of integral versus incidental fit.

The literature identifies several boundary conditions of regulatory fit. The most well-established is a person’s level of involvement with low levels of involvement leading to greater regulatory fit effects. Similarly, one might expect service categories to be more involving than product categories rendering smaller regulatory fit effects (Palmatier et al. 2006).

This meta-analysis provides insights into how the wide variance in creation and limits of regulatory fit differentially impact fit effects across a variety of dependent measures. As the first paper to quantitatively explore the differential impact of the components and boundary conditions of fit, it offers a consolidation and deeper understanding of existing research as well as an important foundation for future investigations.

A CONCEPTUAL FRAMEWORK

Regulatory Focus

Regulatory focus theory argues that a regulatory orientation motivates people to think and act in specific ways. Someone with a promotion focus orientation seeks to achieve pleasurable positive outcomes; a prevention-focused person instead seeks to avoid painful negative outcomes. In the opening paragraph, Steve the promotion-focused car buyer aspired to enhance his ideal image, but careful Bob adopted a prevention focus and sought to prevent an accident as an ideal outcome. Regulatory focus can also vary for a specific objective. For example, marketers might encourage an automobile customer to think about the importance of shortening a commute to prime a promotion focus or the importance of being unable to shorten a commute to prime a prevention focus (Herzenstein, Posavac, and Brakus 2007).
Regulatory focus theory originates from self-discrepancy theory (Higgins 1987, 1989), according to which self-evaluation results from comparisons of the actual self against an ideal self that is characterized by attributes the person aspires to possess (e.g., enhanced image) or against an ought self who is characterized by attributes that the person believes he or she should possess (e.g., safety consciousness). Higgins observes that people possess predilections or tendencies toward one or the other form of self-evaluation (Higgins et al. 1994), so they are more likely to compare their actual self to either their ideal or their ought self. These tendencies also help predict people’s regulatory modes (Higgins et al. 1994). People prone to actual-ideal comparisons tend to self-regulate using a promotion focus that emphasizes achieving positive outcomes; however, people prone to actual-ought comparisons tend to self-regulate using a prevention focus that emphasizes the avoidance of negative outcomes.

Early work in this area conceived of a promotion versus prevention focus as an individual difference, though researchers quickly discovered that marketers could easily prime these orientations in consumers. For example, marketers might offer cash reimbursement as an incentive for loyalty and thus prime a promotion focus, or else they could enable loyal customers to avoid an extra payment, which primes a prevention focus (Daryanto et al. 2010). Researchers argue that these patterns of self-regulation are part of socialization in childhood (Higgins 1987), such that at different stages of development, children learn associations between their behavior and positive or negative outcomes. Caregivers can advance a promotion focus by responding positively or advance a prevention focus by responding negatively to a behavior (Higgins 1989). If a child waves, the caregiver may smile and encourage the child, which emphasizes a positive outcome and fosters a promotion focus. Thus, people learn to self-regulate through interactions with others, though socialization efforts that emphasize advancement, aspirations, and
accomplishments likely produce a greater tendency toward a promotion focus, and those that emphasize protection, safety, and responsibility initiate a tendency toward a prevention focus. Motivated by nurturance needs, a promotion focus emphasizes approach-oriented strategies or objectives; a prevention focus instead is motivated by security needs and emphasizes avoidance-oriented strategies or objectives (Forster et al. 1998; Higgins 1997; Pham and Avnet 2009).

There appear to be widespread differences among people in different cultures that may stem from differences in these socialization practices. People from cultures that emphasize independence and individualism tend to possess a more promotion-focused orientation; people from cultures emphasizing interdependence and collectivism tend to possess a more prevention-focused orientation (see Lee, Aaker and Gardner 2000; Pham and Avnet 2004). Independence might be traced to a history of voluntary settlement (Kitayama et al. 2009), such that early European emigrants aspiring to a better life in the Americas tended to be more promotion focused, while their prevention-focused counterparts stayed behind.

Although the origins of regulatory focus theory derive from observations of individual differences in self-regulatory tendencies, momentary situational factors also can induce a regulatory focus. For example, situational factors relate to presentations of a decision, whether in a gain frame to create a promotion focus (e.g., an ad emphasizes the energy that grape juice creates) or a loss frame to create a prevention focus (e.g., an ad emphasizes the diseases grape juice prevents; Lee and Aaker 2004; Shah and Higgins 1997; Zhou and Pham 2004). Similarly, regulatory focus can be influenced by whether the incentives are presented in terms of an accomplishment (promotion) or safety (prevention) (Shah, Higgins, and Friedman 1998).
Regulatory Fit Effects

For the purposes of this investigation, regulatory fit is defined as a match between a person’s regulatory focus and his or her strategy for pursuing goals or the consequences emphasized as part of the focal decision (Higgins 2002). The concept of regulatory fit suggests that when people “adopt goal pursuit strategies or engage in activities that sustain their regulatory orientation,” they experience a positive feeling because of their sense of regulatory fit (Aaker and Lee 2006, p.15). Although regulatory fit appears to yield more favorable evaluations and behavior, when an initial reaction is negative, regulatory fit can render the overall reaction even more negative (e.g., Aaker and Lee 2001). Therefore, regulatory fit “is better conceptualized as a magnifier than as an enhancer of attitudes” (Lee and Higgins 2009, p. 329).

Building on regulatory focus theory though, regulatory fit refers to the generally positive experience people have when the context, message, or decision matches their regulatory focus. In such a situation, the person experiences a feeling of “rightness” about the activity being undertaken (Freitas and Higgins 2002; Higgins 2000); the person feels better about what he or she is doing. This feeling also transfers to valuations of objects and thus strengthens evaluations of those objects (e.g., increased willingness to pay) (Higgins et al. 2003). Regulatory fit similarly influences the persuasiveness of messages (e.g., Cesario, Higgins, and Scholer 2007, Lee and Aaker 2004), attitude toward products (e.g., Aaker and Lee 2001, Cesario, Grant and Higgins 2004), and the valuation of a chosen object (e.g., Avnet and Higgins 2003; Higgins et al. 2003).

In our meta-analysis we first examine the impact of regulatory fit on key measures (e.g., evaluation, behavioral intention, behavior, and processing). We then examine how the general effect of regulatory fit is influenced by: (1) components of regulatory fit, (2) boundary conditions of fit, and (3) methodological factors. Figure 1 provides an organizing framework for the meta-
analysis. Details pertaining to the dependent variables are in table 1 and details pertaining to the moderator variables are provided in table 2. (Tables and figures follow References.)

The Components of Fit: Moderating Factors

The basic formula for regulatory fit is a regulatory orientation (promotion/prevention) is captured (measured) or created (primed) within an individual. That individual is then instructed to pursue a goal in a manner which supports this orientation (Higgins 2000, 2005) or the individual is presented with consequences of the decision that are relevant to his/her regulatory orientation (Higgins 2002). However, there are numerous ways researchers apply this basic formula to create regulatory fit effects. In this section, we explore the role of five moderators related to the components of fit: (1) source of focus (momentary vs. chronic); (2) momentary focus prime (self vs. situation-generated); (3) fit type (process vs. outcome); (4) fit scope (incidental vs. integral); and (5) fit match (e.g., framing, self-view).

Source of Regulatory Focus: Chronic versus Momentary. Regulatory focus is thought to originate from one of two sources. It can either be the natural tendency of the individual (chronic) or it can be primed (momentary). When someone’s existing regulatory-orientation is captured via standardized measures such as the regulatory focus questionnaire (e.g., Hong and Lee 2008, study 3), the selves questionnaire (e.g., Avnet and Higgins 2006), the self-strength guide task (e.g., Evans and Petty 2003), or the Lockwood scale (e.g., Zhao and Pechmann 2007) we consider the study to be examining a chronic source of focus.

When the focus is induced via the context or task instructions we consider the source of focus to be momentary. Momentary regulatory focus can be self-generated such as when someone lists their duties and obligations (prevention) or their hopes and aspirations (promotion)
(Frietas and Higgins 2002, study 2). Alternatively, momentary regulatory focus can be situation-generated such as when someone completes word fragments for words associated with prevention (e.g., d_ty -duty) or promotion (e.g., e_g_r -eager; Lee et al. 2010, study 3).

Because someone’s chronic focus is rooted in childhood experience and based on repeated experience over a lifetime, we might expect this source of focus to have a more profound effect on consumer thought and behavior than momentary focus. The effects of chronic focus would appear to operate similar to that of frequency effects. Research on frequency effects finds that the more someone encounters a stimulus, the more that stimulus is cognitively available and impacts a decision to a greater extent (Tversky and Kahneman 1974). In the same way, a chronic focus toward accomplishments or safety would seem to lead to frequent thoughts related to these concerns thereby reinforcing the focus.

Despite this consistency in people’s natural tendency towards a given regulatory orientation the ability to prime promotion or prevention in someone is well-documented (Idson, Liberman, and Higgins 2004, studies 1 and 2; Lee et al. 2010, studies 1 and 2; Zhou and Pham 2004, study 4). Moreover, research on recency effects would predict that the effect of momentary regulatory focus would lead to equal if not greater regulatory fit effects than a chronic orientation. Like a recency effect, momentary regulatory focus benefits from closer temporal proximity to a decision. For example, shortly after completing a word fragment task designed to prime prevention or promotion, participants evaluate an ad (Lee et al. 2010, study 3). Research on recency effects finds that stimuli presented in close temporal proximity to an outcome variable are more cognitively available and thus more likely to impact the outcome variable (Deese and Kaufman 1957; Pieters and Bijmolt 1997). Thus, a momentary induction of promotion or prevention focus immediately before a task might seem to yield a greater
regulatory fit effect. There is an on-going debate around the relative strength of frequency compared to recency effects thus it is difficult to anticipate whether chronic or momentary focus would show stronger effects (Chalmers 2005; Van Overschelde 2002). Next we will discuss the role of two commonly used methods to induce momentary focus.

**How Momentary Focus is Primed: Self or Situation.** There are primarily two ways in which momentary regulatory focus can be induced: self or situation-generated. We define self-generated as any regulatory focus prime that is of or related to the self such as when participants reflect on their own lives or imagine themselves in a situation as part of the prime. Thus, asking people to think about and list duties, obligations and responsibilities (prevention) or hopes, aspirations, and dreams (promotion) (Lee et al. 2010, study 1) is an example of a self-generated prime. Another example is asking people to imagine winning (promotion) or losing (prevention) a championship (Aaker and Lee 2001, studies 2-4).

We define situation-generated primes as instances in which people encounter a stimulus or context (unrelated to the self) designed to trigger a prevention or promotion focus. For example, completing word fragments such as (duty) or (eager) which prime prevention or promotion, respectively (Lee et al. 2010, study 3). Another example is completing a maze task framed as a mouse seeking cheese (promotion) or escaping an owl (prevention) (Zhang and Mittal 2007).

We explore whether the strength of regulatory fit effects varies as a function of the nature of the prime. Self-generated primes may have a stronger regulatory fit effect due to the rich self-knowledge people possess and the accessibility of this knowledge (Markus 1977; Mussweiler and Neumann, 2000). Alternatively, the greater accessibility of self-knowledge may lead self-generated primes to make people more aware of the source of feeling right, attenuating the fit
effect (Cesario et al., 2004). Situation-generated primes may make people less aware of regulatory fit as the source of their feeling right compared to situation-generated primes and thus increase the regulatory fit effect. Research demonstrates that regulatory fit effects only occur when the person is less consciously aware of the source of feeling right and are eliminated when people’s attention is drawn to the source of feeling right (Cesario et al. 2004, study 3; Vaughn et al. 2009, study 2; Vaughn et al. 2006, studies 1, 3). Now that we have laid out two key issues pertaining to the source of regulatory focus, it is important to assess potential differences as a function of the source of regulatory fit such as the use of a process versus an outcome-based approach to create fit.

*Regulatory Fit Type: Process versus Outcome.* Regulatory fit can be created by matching the process of goal pursuit or the outcome of the goal to one’s regulatory focus. In studies using process-fit, the manipulation of regulatory fit prompts people to adopt strategies associated with prevention or promotion. For example, people will list eagerness-related action plans “to make sure everything goes right” (promotion) or vigilance-related action plans to “avoid anything that could go wrong” (prevention) (Freitas and Higgins 2002, study 2) to match the process to a person’s regulatory focus. In contrast, outcome fit is created when the consequences of a decision are aligned with someone’s regulatory orientation (Higgins 2002). That is, outcome-based regulatory fit “leverages the outcome to which people with distinct regulatory goals are sensitive” (Aaker and Lee 2006, 16). For example, people may consider the benefits to be gained (promotion) or risks to be avoided (prevention) from drinking grape juice (Lee and Aaker, 2004, studies 1, 4 and 5) that match a person’s regulatory focus.

There has been some debate about the nature of the effects of fit that result from a process versus outcome-based approach. The majority of regulatory fit studies examine positive...
contexts and find that regulatory fit leads to more favorable attitudes and behavior, however, the mechanism researchers propose underlies these effects is hypothesized to be different for process versus outcome-based fit (Avnet and Higgins 2006; Cesario et al. 2008). Researchers suggest that process-based fit makes attitudes more polarized and intense (Avnet and Higgins 2006). Positive attitudes become more positive and negative attitudes become more negative when people feel right about their reaction to the message (Cesario et al. 2008). In contrast, some researchers suggest that outcome-based fit leads to enhancement, whereby all attitudes become more favorable whether they be positive or negative (Avnet and Higgins 2006). Assuming this to be true then it is only in negative scenarios, which elicit negative reactions, that a difference in mechanism can be detected. Our investigation seeks to examine these differences between process and outcome-based fit. Related to the means by which fit is created is evidence that regulatory fit effects extend to incidental tasks, or tasks that are separate from the manipulation of regulatory fit.

**Fit Scope: Incidental versus Integral.** Research finds that not only do we see regulatory fit effects when regulatory fit is integral to the dependent variable (e.g., evaluation of a fit inducing persuasive message) but that regulatory fit effects can carry-over to judgments that are incidental to the source of regulatory fit (Cesario et al. 2008). Integral fit occurs when “fit is induced by manipulating something integral to or within the actual persuasion situation” (Cesario et al. 2008, 450). For example, rating attitudes toward a brand for which an ad for the brand created regulatory fit (Lee and Aaker, 2004; studies 1, 2, and 4a).

Incidental fit occurs when fit is “induced prior to, and completely independent of, the persuasive message itself” (Cesario et al. 2008, 450). For example, rating black and white photographs of dogs as part of a purportedly separate study following a fit manipulation that
involves developing action plans designed to achieve prevention and promotion goals (Higgins et al. 2003, study 4). In this paper, we extend the traditional definition of incidental and integral to include situations in which the fit manipulation is integral or incidental to the dependent variable that may or may not involve a persuasive message.

Since incidental fit occurs prior to the dependent variable, there is necessarily a greater time delay between when the fit is experienced and the dependent variable is measured than when the dependent variable is integrated into the regulatory fit manipulation. This increased time delay may lead the effects of regulatory fit to dissipate similar to short-term memory (Estes 1997). Thus, it might be expected that incidental fit effects will be somewhat weaker than integral fit effects. Alternatively, when regulatory fit is integral to the dependent variable, it may increase conscious awareness of fit effects on feeling right and thereby reduce its effects on the dependent variable (Cesario et al. 2004). The current investigation aims to test differences in regulatory fit effects on integral as opposed to incidental dependent variables. Considering regulatory fit more generally we also examine the effect of the varied means by which the match between focus and fit is achieved in the next section.

Regulatory Fit Match. Regulatory fit can be created a number of different ways. People can use preferred means for goal pursuit (e.g., a specific decision style) that leads them to feel right about what they are doing and increase their strength of engagement (Cesario et al. 2008). The message argument or topic can be framed in such a way that people feel right about the message or their reaction to the message (Cesario et al. 2004; Lee and Aaker 2004). The mode of presentation (e.g., the message source’s nonverbal behavior) can also fit the orientation of an individual making a message more persuasive (Cesario and Higgins 2008). This represents a small sample of the ways in which fit match is created. We have sought to capture the numerous
ways in which the literature has created fit match by classifying them into six categories: (1) decision style (e.g., attribute-based [prevention] vs. alternative-based [promotion]; Mourali and Pons 2009), (2) eager/vigilant strategies (e.g., attending all classes [promotion] vs. avoiding missing any classes [prevention]; Freitas and Higgins 2002, study 1), (3) framing (e.g., gaining a discount [promotion] vs. avoiding a penalty [prevention]; Monga and Zhu 2005, study 1), (4) hedonic versus utilitarian (e.g., superior on a hedonic [promotion] vs. utilitarian [prevention] dimension; Chernev 2004, studies 1-3), (5) mode of presentation (e.g., simultaneous [prevention] vs. sequential [promotion] presentation of feature information; Wan et al. 2009, studies 3-4), and (6) self-view (e.g., independent [promotion] vs. interdependent [prevention] prime; Aaker and Lee 2001, study 1).

As we describe above, there is a multitude of ways regulatory fit match may occur. Variation in regulatory fit effects across these different types of fit has yet to be explored or theorized. Our analysis of fit match represents an exploratory first step into this domain. Next we examine two boundary conditions that are thought to limit regulatory fit effects.

**The Limits of Fit: The Moderating Impact of Boundary Conditions**

In addition to understanding how the components of regulatory fit may moderate regulatory fit effects, our investigation tests two boundary conditions of fit: a) involvement (Lee and Higgins 2009;) and b) product versus service category.

*Involvement.* Research has shown that when people’s attention is drawn to the true source of feeling right regulatory fit effects are eliminated (Cesario et al. 2004, study 3; Vaughn et al. 2006, studies 1, 3). Consistent with this finding, research shows that when people are highly involved regulatory fit effects are attenuated (Wang and Lee 2006). High involvement motivates
people to make unbiased decisions and engage in more elaborate systematic processing (Chaiken and Stangor 1987). It follows from this that increased elaboration increases the likelihood that people will identify the true source of feeling right (Lee and Higgins 2009). An experiment by Wang and Lee (2006) demonstrate that when participants believe a product they are about to evaluate is targeted at them and will be launched in their local market (high involvement) they are more likely to systematically attend to all pertinent information and not be influenced by regulatory fit effects. However, when they are told the product they are about to evaluate is in the development stage and the manufacturer is conducting a survey on a large sample to receive preliminary feedback (low involvement) regulatory fit effects are observed. It seems that in low involvement situations regulatory fit serves as a heuristic cue that guides people’s attitudes and decisions. However, when the context motivates people to elaborate more extensively they rely on other cues to form their judgment. Thus, we expect that regulatory fit effects will be stronger under low involvement conditions.

In our meta-analysis we define low or high involvement as conditions in which someone’s motivation is low or high due to explicit manipulation as in Wang and Lee (2006) or individual differences (e.g., need for cognition, Evans and Petty 2003). We also code studies as high or low involvement using study characteristics (e.g. personal relevance) as a proxy. Extending the ecological validity of this review of regulatory fit effects we next consider the moderating role of product category.

*Product Category.* In our test of product category, we explore whether the effects of regulatory fit differ in a product versus a service context. In a recent meta-analysis of relationship marketing, Palmatier et al. (2006) find that customers are likely to be more involved in both the production and consumption of services than products. The researchers suggest that
this is a result of the less tangible nature of and greater variability in quality in service contexts (Zeithaml, Parasuraman, and Berry 1985). Thus, similar to the moderating effects of involvement, we might expect that consumer decisions around services would be more involving and show attenuated fit effects (Wang and Lee 2006). For example, we would expect the evaluation of a toothpaste (Wang and Lee 2006) to be less involving than the evaluation of a vacation (Mogilner, Aaker, and Pennington 2008, study 2) leading to greater regulatory fit effects for toothpaste.

Study-Design Considerations: Methodological Moderators

To assess the generalizability of regulatory fit effects over a variety of contexts, we also explore the role of three methodological factors. We focus in particular on those study characteristics that show the greatest variability across the research but that can also be reliably coded. We examine: research domain (health marketing, non-health marketing, and psychology/other), type of participant (student: undergraduate or younger, versus non-student: graduate students or non-students), and type of incentive provided to participants (course credit versus money).

METHOD

Because meta-analysis integrates data from a large number of studies, it offers a more powerful test and reliable estimate of the effect of regulatory fit. Consistent with meta-analytic practice we calculate the mean effect size of regulatory fit across studies. Building on this initial result, we explore the extent to which variability in the size of the effect across studies can be explained by moderator variables.
\textbf{Meta-analytic Procedures}

\textit{Data Collection}. We synthesize 13 years (1998-2010) of empirical research (published and unpublished) on the strength of regulatory fit effects based on an extensive literature search that includes scanning journals, conference proceedings, and personal communications with scholars in the field. We searched ABI/INFORM, ACR proceedings and SCP proceedings, Proquest, Google Scholar, Scirus, SSRN, and EBSCO (Business Source Premier, PsycINFO, and PsycArticles), as well as many individual journals including (but not limited to): Journal of Consumer Research, Journal of Marketing, Journal of Marketing Research, Journal of Consumer Psychology, Organizational Behavior and Human Decision Processes, Journal of Personality and Social Psychology, Personality and Social Psychology Bulletin, Journal of Experimental Social Psychology, and Psychological Science. We then examined bibliographies of the articles from these sources and did web searches. Finally, we requested papers through a LISTSERV. The search process produced more than 100 articles.

\textit{Inclusion Criteria}. The data set draws on 202 studies with a total of 22,062 participants reported in 94 articles (the references are available from the authors). Given that many studies examine more than one dependent variable we obtained 376 independent effect sizes. Meta-analysis requires that the design of the studies and research questions be comparable to enable integration. The selected studies manipulated either regulatory fit or could be classified as regulatory fit based on the procedures reported. Furthermore, we require that appropriate statistics for calculating effect sizes (e.g., critical values, appropriate descriptive information) appear in the article or can be obtained through direct contact with the authors. As we focus on promotion and prevention regulatory fit effects, we exclude the few papers that examine
locomotion versus assessment orientations (e.g., Avnet and Higgins 2003, Kruglanski et al. 2000).

**Effect Size Measure.** We use Pearson’s $r$ as our scale free measure of the degree of relationship between regulatory fit and a particular dependent variable. To calculate the regulatory fit effect, we use standard formulas (Borenstein et al. 2009) that are calculated from the available statistics, such as $F$-values ($df=1$) (see Fern and Monroe 1996; Hullett and Levine 2003; Rosenthal, Rosnow and Rubin 2000; Rosenthal 1991; see Appendix for information on effect-size calculation).

Some studies merely indicate that the $F$ is non-significant (or $F < 1$). Following Rosenthal’s (1991) recommendations, we assign these effects a value of $r$ equals 0, which yields conservative estimates of the overall effects. When an $F$-value is not available, we use an appropriate alternative statistic (e.g., $t$ and $\chi^2(1)$). Studies that do not include statistics appropriate for meta-analysis and for which we cannot obtain appropriate statistics from the authors are excluded.

**Data Coding.** All studies were coded by at least two independent coders. Overall inter-rater reliability is quite high ($\kappa > 90\%$), and any disagreements were resolved through discussion. Coders reduced the dependent variables reported into eight categories: evaluation, behavioral intention, behavior, processing, fluency, feeling right, feeling confident, and affect. Effect sizes are coded such that a positive effect size indicates fit, and a negative effect size indicates lack of fit. Fit is conceptualized as the interaction between regulatory focus and match of decision style, eagerness/vigilance strategies, framing, hedonic versus utilitarian context, mode of presentation, or self-view. For example, regulatory fit is the match between promotion (prevention) and eagerness (vigilance) strategies (e.g., Freitas and Higgins 2002, study 1).
In a positive context, effect sizes are coded positively when regulatory fit yields a more positive reaction, whether due to polarization or enhancement. However, in a negative context when outcome-based fit yields a more positive reaction it is coded positively in line with enhancement and when process-based fit yields more negative reactions in line with polarization it is coded positively. This is consistent with Higgins (2002). We identify a number of important moderator variables that we classify as components of regulatory fit (source of focus, momentary focus prime, fit type, fit scope, and fit match), boundary conditions of regulatory fit (involvement, and product category), and methodological factors (research domain, type of participant, type of incentive).

**Data Analysis.** To analyze our data we use the Comprehensive Meta-Analysis Software program (Borenstein et al. 2006). In addition to the mean effect sizes and heterogeneity statistics we report “file drawer N,” which represents the number of unpublished null effect studies (i.e., studies that have not been published because of their null results, $r = .00$), necessary to bring the significant effect down to a level that is just significant (i.e., $p = .05$) and is thought to be a good indicator of robustness (Rosenthal 1991). If possible, we correct the effect sizes for any attenuation due to measurement effects (Hunter and Schmidt 2004).

To maintain the independence of effect sizes, we adopt the procedures described below. We classify the effect sizes into the specific dependent variables categories: evaluation, behavioral intention, behavior, processing, fluency, feeling right, feeling confident, and affect. If a study reported more than one effect size for any one of these categories, we average the effects sizes within that category before entering them into the analysis, thus any study or subsample would contribute only one effect size per dependent variable maintaining independence of the effect sizes (Borenstein et al. 2009).
A significant $Q$ statistic from the analysis of heterogeneity suggests the importance of examining moderators of the regulatory fit effect. Following the analysis of main effects, we consider each moderator separately. Throughout our discussion of the results, we focus on the sample-weighted, reliability-adjusted effect size ($r$).

**RESULTS**

**Main Effect**

We first examine the main effect of regulatory fit on evaluation, behavioral intention, behavior, processing, fluency, feeling right, feeling confident, and affect. We report the simple average effect size, the weighted average effect size $r$, as well as the fixed $z$, the 95% confidence interval (Hunter and Schmidt 1990), and the file drawer $N$ (Rosenthal 1991) for the regulatory fit effect on each of the dependent variables (see table 3). Positive mean effect sizes indicate regulatory fit results in higher scores on the dependent variable; negative mean effect sizes indicate that nonfit results in higher scores on the dependent variable. If the confidence interval does not include 0, the effect is significant.

We find regulatory fit has a significant effect on evaluation ($r = .24, p < .001$, file drawer $N = 29,679$), behavioral intention ($r = .21, p < .001$, file drawer $N = 5,217$), behavior ($r = .28, p < .001$, file drawer $N = 6,915$), processing ($r = .25, p < .001$, file drawer $N = 3,254$), fluency ($r = .31, p < .001$, file drawer $N = 567$), feeling right ($r = .27, p < .001$, file drawer $N = 27$), and feeling confident ($r = .23, p < .005$, file drawer $N = 66$). Regulatory fit strengthens the effect on each of these variables. Further the file drawer results also demonstrate that the effect of regulatory fit is robust and not likely to reflect a publication bias. For example, it would require the existence of over 29,000 unpublished null effects to reduce the statistical significance of the
regulatory fit effect on evaluation to the .05 one-tailed level. We also find a small but significant
effect of regulatory fit on affect ($r = .10, p < .001$, file drawer $N = 997$).

**Moderator Variables: Components of Regulatory Fit**

The specific statistics reported are the average sample-weighted reliability-adjusted
average $r$ for each level of the moderator, the number of effects, and whether the effects differ
across the components of fit, the boundary conditions of fit, and the methodological factors (see
tables 4-5). When analyzing the impact of a moderator variable on a given dependent variable,
we use all available data points (i.e., studies that manipulate a specific moderator variable may
provide data for more than one dependent variable). Due to missing data, the number of
observations we use to test each moderator varies. Further, given the small number of studies on
feeling right and feeling confident and the small effect for affect, we do not examine these
dependent variables in the moderator analysis.

*Source of Focus.* Our evidence supports robust regulatory fit effects for both chronic and
momentary regulatory focus. However, consistent with a frequency effects account of the results,
we find a significantly stronger regulatory fit effect for chronic compared to momentary sources
of regulatory focus for behavior ($r_{\text{chronic}} = .37, r_{\text{momentary}} = .24, Q(1) = 15.26, p < .001$).

In a recent contribution, Haws, Dholakia and Bearden (2010) assess the validity of five
measures of chronic regulatory focus. Building on Haws et al. (2010), we do an exploratory
analysis of the regulatory fit effect as a function of the chronic focus measure used. Given the
prevalence of RFQ as a measure of chronic focus we compare it to the other chronic measures in
use. Where we have enough effect sizes, RFQ yields a smaller effect for evaluation ($r_{\text{RFQ}} = .15, n = 6; r_{\text{other}} = .26, n = 11; Q(1) = 4.11, p < .05$) and comparable effects for behavior ($r_{\text{RFQ}} = .37, n = \ldots$)
7; \( r_{\text{other}} = .38, \ n = 7; \ Q(1) = .01, \ \text{n.s.} \). The mixed findings support Haws et al.’s (2010) assertion that the best measure it likely a composite of existing measures.

**Momentary Focus Prime.** Momentary regulatory focus induced through a self or situation-generated prime both show strong regulatory fit effects. Consistent with the notion that a self-generated prime may make people more aware of regulatory fit effects and the source of their feeling right, our results find that the regulatory fit effects following a situation-generated prime are significantly larger than those following a self-generated prime for behavior (\( r_{\text{situation-generated}} = .28, \ r_{\text{self-generated}} = .21, \ Q(1) = 5.22, \ p < .05 \)) and processing (\( r_{\text{situation-generated}} = .31, \ r_{\text{self-generated}} = .21, \ Q(1) = 5.52, \ p < .05 \)). Thus, it seems the attention to feeling right resulting from a self-generated prime reduces the regulatory fit effect. A prime that relies on the individual participant reflecting on his or her personal experiences dilutes the regulatory fit effect for behavior and processing. This could be considered akin to Cesario et al.’s (2004, study 3) finding that attention to the source of feeling right reduces the regulatory fit effect.

**Fit Type.** Regulatory fit has been conceptualized as resulting from a match between regulatory focus and either the process (Higgins et al. 2003) or the outcome (Aaker and Lee 2006) of a decision. Our research finds that both process and outcome-based regulatory fit yield comparably strong regulatory fit effects. For Fit Type it has been suggested that rather than yielding enhancement effects, outcome-based fit yields polarization effects (Aaker and Lee 2006). To test this possibility we conduct an ad hoc analysis of negative situations coding all effects in line with polarization (i.e., support for polarization is coded as a positive effect and support for enhancement is coded as a negative effect). We find stronger regulatory fit effects for process than outcome-based fit for evaluation (\( r_{\text{process fit}} = .13, \ r_{\text{outcome fit}} = -.14, \ p < .001 \)).

Consistent with Higgins (2002) a polarization model appears to better predict process-based fit.
effects while an enhancement model better predicts outcome-based fit effects in the studies we examine.

**Fit Scope.** Recent research calls into question whether regulatory fit effects vary as a function of the fit manipulation occurring separate from or as part of a persuasion task (termed incidental and integral fit, respectively; cf. Koenig et al. 2009). Our results indicate that integral fit tends to lead to stronger regulatory fit effects on behavioral intention ($r_{integral} = .22$, $r_{incidental} = .15$, $Q(1) = 4.37$, $p < .05$).

**Fit Match.** We also explore whether the strength of the regulatory fit effect is influenced by the fit induction employed. We found that the method of fit match did indeed affect the size of the effect. Regulatory fit effects are quite robust across all means of fit match. Considering the results overall, we find the most consistently strong results for the framing and hedonic versus utilitarian fit manipulations. Looking at specific dependent variables we find the most robust effects for behavior when self-view ($r = .42$) is used and for processing when hedonic versus utilitarian is used ($r = .44$).

**Moderator Variables: Boundary Conditions of Regulatory Fit**

**Involvement and Category.** The results strongly support Wang and Lee’s (2006) research, demonstrating stronger fit effects in low involvement conditions. This is observed for evaluation ($r_{high\ inv.} = .08$, $r_{low\ inv.} = .24$, $Q(1) = 22.08$, $p < .001$), behavioral intention ($r_{high\ inv.} = .03$, $r_{low\ inv.} = .22$, $Q(1) = 14.90$, $p < .001$), and processing ($r_{high\ inv.} = .05$, $r_{low\ inv.} = .28$, $Q(1) = 20.08$, $p < .001$). Similarly, the results support stronger fit effects for products (as compared to services) for evaluation ($r_{products} = .24$, $r_{services} = .18$, $Q(1) = 6.07$, $p < .01$) and processing ($r_{products} = .24$, $r_{services} = .06$, $Q(1) = 3.88$, $p < .05$). Consistent with previous research low involvement conditions
Wang and Lee (2006) and less involving product evaluation yield larger regulatory fit effects.

**Moderator Variables: Methodological Moderators**

We examine whether three methodological factors (domain, participant, and incentive) moderate the regulatory fit effect. Regulatory fit effects have been studied across several domains and we find different average effect sizes depending upon the domain of publication. The health marketing and psychology domains demonstrate consistently high effect sizes for behavior ($r_{\text{health marketing}} = .39$, $r_{\text{non-health marketing}} = .21$, $r_{\text{psychology/other}} = .29$, $Q(2) = 16.44, p < .001$).

Non-health marketing has the strongest effect for evaluation ($r_{\text{health marketing}} = .19$, $r_{\text{non-health marketing}} = .27$, $r_{\text{psychology/other}} = .22$, $Q(2) = 16.03, p < .001$).

Concerning type of participant, our results suggest stronger fit effects for students and (vs. non-students) for evaluation ($r_{\text{students}} = .24$, $r_{\text{non-students}} = .18$, $Q(1) = 4.06, p < .05$) and processing ($r_{\text{students}} = .25$, $r_{\text{non-students}} = .07$, $Q(1) = 5.06, p < .05$). It is important to note that most of the research we evaluate used student samples with far fewer studies using non-student samples (e.g., the number of effect sizes for the non-student group for behavior is 3 and for processing is 2). Thus, we recommend that further research should focus on more diverse populations and investigate the effects of regulatory fit across various samples before any conclusions can be drawn for those populations.

It is reassuring to find that the type of incentive offered to participants, whether it be course credit or money, does not influence regulatory fit effects. The results are consistent across both categories of incentive. However, caution is warranted in making generalizations from these findings as there are only five effect sizes that measure behavioral intention or behavior and offer course credit.
DISCUSSION

Key Findings

The present investigation provides unequivocally strong evidence of the regulatory fit effect. While variability in the effect is observed, the effect remains significant across a range of dependent variables and contexts. The effects of regulatory fit are significant and are moderately large in size (e.g., $r = .24$ for evaluation and $r = .28$ for behavior) with the lone exception of affect ($r = .10$). Although the moderators explain a considerable amount of heterogeneity in the results, the main effect of regulatory fit is significant across the levels of the moderator variables for most cases attesting to the robust nature of this effect. An examination of the findings overall suggests that regulatory fit effects are especially strong when regulatory fit is subtle and the decision is less conscious, requiring little deliberation. It is our observation that the pervasive effect of regulatory fit is under-recognized within marketing practice. Moreover, this effect is likely to be strongest for everyday decisions about which people typically think less.

Components of Fit

This meta-analysis adds to existing research on regulatory fit by identifying the moderating role of four components of regulatory fit (i.e., source of focus, momentary focus prime, fit scope and fit match). The results suggest that the regulatory fit effect on behavior is stronger when a chronic measure is the source of regulatory focus than when the source is momentary. This is perhaps not surprising given the deep-rooted source of chronic regulatory focus compared to momentary regulatory focus (Higgins 1997). It also suggests that a frequency effect may better predict regulatory fit effects than a recency effect. Additional research on the role of regulatory focus, especially as a function of socialization would provide interesting
insights.

We also find that the regulatory fit effect is stronger when it is situation rather than self-generated. Thus, it seems that when the source of focus is momentary, stronger effects are observed when researchers induce regulatory focus, for example, by having participants consider a mouse navigating a maze to seek cheese (situation-promotion) or avoid an owl (situation-prevention), compared to having them list their hopes (self-promotion) or obligations (self-prevention). A possible explanation for this effect is the degree to which each type of prime is involving for and raises an individual’s awareness of the source of feeling right and regulatory fit effects. The extensive self-reflection often involved in the typical self-generated prime would seem to render the task more involving and attenuate the effects of fit (Wang and Lee 2006, Cesario et al. 2004). For Fit Scope, we find that decisions integral to the source of regulatory fit show a stronger effect of regulatory fit than decisions that are incidental to the source of regulatory fit for behavioral intention. This is perhaps not surprising given the decreased time delay between the manipulation of regulatory fit and the measure of behavioral intention for integral decisions. Finally, for behavior, among the strongest effects are observed for the self-view fit match. Similar to a chronic source of focus, a self-view manipulation may tap into a more robust source of regulatory fit. Further, we note that these effects are largely exclusive to the dependent variable of behavior. Research finds that behavior often reflects less-conscious processes than evaluations do (Chartrand 2005; Dijksterhuis et al. 2005). Thus, it may be that behavior is more dramatically affected by regulatory fit as a heuristic cue than other dependent variables. Interestingly, we can draw a parallel across the three components of regulatory fit that moderate regulatory fit effects. In each case the source of regulatory fit effects are quite subtle (e.g., a mouse in a maze) and may even be outside the individual’s conscious awareness (e.g.,
chronic focus stemming from childhood). The less conscious nature of each of these components seems to strengthen the regulatory fit effect. Impressively, these subtle, largely non-conscious effects are remarkably enduring. The effects of regulatory fit are as strong for an incidental decision as one that is integral to the source of regulatory fit across all dependent variables with the exception of behavioral intention.

Our research addresses an important controversy regarding the differences between process versus outcome-based regulatory fit. Consistent with previous theorizing we find that process-based fit yields polarization and outcome-based fit yields enhancement (Higgins 2002). Further, this effect is comparable across dependent variables. Our results demonstrate that both fit types produced similar effect sizes. Under positive conditions, both types of fit resulted in more positive effects (as would be predicted by both polarization and enhancement effects). However, under negative conditions, process fit results in polarization and outcome fit results in enhancement. In this paper we examine process and outcome within the context of the regulatory fit manipulation. An unexplored area is the impact of process versus outcome-based regulatory focus on regulatory fit effects. A post-hoc analysis of process versus outcome-based focus finds that process-based focus yields stronger effects for evaluation ($r_{\text{process focus}} = .29$, $r_{\text{outcome focus}} = .21$; $Q(1) = 14.91$, $p< .001$) and processing ($r_{\text{process focus}} = .28$, $r_{\text{outcome focus}} = .24$; $Q(1) = 6.54$, $p< .01$).

**Boundary Conditions**

Our research bolsters existing research that finds that that regulatory fit effects are stronger when people are less consciously aware of regulatory fit either because their attention has not been drawn to it (Cesario et al. 2004) or they have not been motivated to more extensively elaborate (Wang and Lee 2006). Wang and Lee (2006) hypothesize and find that...
regulatory fit effects tend to be larger when consumers are in a low as opposed to a high involvement situation, because in low involvement situations, regulatory fit operates like a heuristic. This reasoning seems consistent with research in the broader domain of consumer behavior that reveals greater effects of information cues for consumers in a low involvement situation because they process information peripherally or heuristically (e.g., Petty, Cacioppo and Shumann 1983). Consistent with this reasoning, our meta-analysis finds that regulatory fit effects are greater for evaluation, behavioral intention and processing for low involvement tasks and greater for evaluation and processing for products (compared to services).

**Further Research Directions**

Meta-analyses, like any other study, suffer certain limitations. We attempt to explain heterogeneity in four principle main effects (i.e., role of regulatory fit in predicting evaluation, behavioral intention, behavior and processing) using three categories of potential moderators. While we try to be exhaustive in our analysis, it is possible that there are additional moderators that remain to be identified. Similarly, insufficient data prevent us from examining the moderation of regulatory fit effects on fluency, feeling right and feeling confident. Over time, as additional studies tackle these issues, it will be easier to reveal their effects.

Our research framework examines the main effect of regulatory fit on eight dependent variables. Recent research (e.g., Lee et al. 2010), suggests that the effects of regulatory fit on evaluation and behavior are mediated by processing, fluency, feeling right, and feeling confident. As we do not have access to the correlations among the different dependent variables, we cannot test these mediated relationships. Interestingly the regulatory fit effect sizes on processing, fluency, feeling right, and feeling confident are all of similar magnitude. Thus, it would be useful
to measure all of them within a given study and assess whether they are indeed capturing different constructs or an overall “feeling right” latent construct. The effect of regulatory fit on other potential mediators (e.g., feeling motivated; Lee et al. 2010; study 4) also needs empirical testing. A surprising finding is the small but significant regulatory fit effect on affect. Future research is needed to understand its role in regulatory fit effects (cf. Pham and Avnet 2004, 2009). More formal empirical studies that assess the degree to which different variables mediate the regulatory fit effect will explicate the underlying process by which regulatory fit strengthens evaluations and behaviors.

Research should also consider whether people may be motivated by orientations other than promotion and prevention (as initially suggested by Avnet and Higgins 2006). To understand the effects of a person’s self-concept/regulatory orientation, researchers should further explore regulatory dimensions such as locomotion and assessment (cf. Avnet and Higgins 2003, 2006). A preliminary analysis suggests comparably strong effects for locomotion and assessment ($r_{RF} = .23, n = 137$; $r_{fitloc/asses} = .26, n = 2$; $Q(I) = 0.04, p = n.s.$), however, the small number of studies on locomotion and assessment render this test underpowered suggesting a need for further research.

Recently, Higgins (2006) and Higgins and Scholer (2009) discussed the extension of regulatory fit theory to regulatory engagement theory (see also Pham and Avnet 2009). This recent theory which outlines the complicated relationships between regulatory fit, strength of engagement, motivational forces, behavior, and a host of other variables provides many avenues for additional inquiry. Another extension of the research worthy of investigation is that of regulatory nonfit. An emerging area of research suggests conditions under which nonfit may actually lead to stronger effects (Vaughn et. al. 2006). Vaughn and her colleagues find that
regulatory nonfit leads to greater correction in judgments relative to fit. It would be interesting to identify other instances in which nonfit yields stronger effects and might even lead people to abandon their regulatory focus to realize the benefits of nonfit.

Our investigation underscores the robustness of the regulatory fit effect and builds on previous research to refine extant understanding of its effects. Regulatory fit has a significant impact on each stage of consumer decision making, from the evaluation of a message to the consumer’s actual choice. Moreover, regulatory fit effects appear to be moderated in important ways by factors such as the source of focus and fit as well as context. It seems that regulatory fit that originates from less conscious sources (e.g., chronic focus) and occurs in contexts characterized by less vigilance (e.g., low involvement) show stronger effects.

Managerial Implications

This meta-analysis identifies several key findings with important implications for business practice that managers can leverage in different ways (see Table 6). We focus in particular on two strategies: (1) assess the regulatory focus of customers using purchase behavior and (2) prime a regulatory focus through promotional materials, in-store kiosks, and general communications with customers. Having assessed or primed a customer’s regulatory orientation, managers can then craft communications with the greatest appeal for these customers.

As an assessment strategy, managers could rely on several proxies to assess customer regulatory focus. In particular, the purchase behavior of customers should reveal their regulatory orientation, such that a customer who regularly buys sunscreen, insect repellent, and vitamins is likely more prevention oriented. In contrast, a customer who often buys premium ice cream, scented body lotion, and expensive cheese is probably more promotion oriented; these purchases
suggest a desire to achieve a pleasurable consumption experiences. Overall, a prevention orientation aligns with products that are safety-oriented and functional and that help customers prevent problems from occurring (Lee and Aaker 2004; Sengupta and Zhou 2007; Werth and Foerster 2007), whereas a promotion orientation aligns with products that are luxurious and pleasurable and that help customers maximize benefits (Chernev 2004; Jain 2006). By reviewing scanner data that tracks customer purchases, managers could identify the typical regulatory orientations of their customers and design advertising accordingly. For example, point-of-purchase displays in the vitamin aisle might highlight specific diseases or conditions prevented by certain vitamins and even include cross-promotions with other prevention-oriented products, such as fluoride treatments and antibacterial lotion.

Moreover, managers might prime or stimulate customers to consider either their promotion or prevention goals. Research shows that individual differences lead people to be relatively more promotion or prevention oriented, but prevention or promotion orientation also can be elicited effectively, and advertising is one of the most powerful tools to do so. In particular, promotion and prevention orientations align with specific communication tactics; telling people “You can do it!” prompts a promotion orientation, but “There is no better way” aligns with a prevention orientation (Keller 2006). Similarly, if an ad emphasizes how the brand is better than a competitor’s, it tends to elicit a promotion orientation, whereas an ad emphasizing the weaknesses of a competitor’s brand aligns with a prevention orientation.

By extension, managers might use such slogans to elicit a promotion or prevention orientation and then couple their slogan with product information that fits the specified orientation. This technique has been successful in mock sunscreen ads that primed the regulatory orientation and used a product benefit frame that fit the same orientation (e.g., “Don’t miss out
on being safe! Not knowing you are risk-free of sunburns may stand in the way of your feeling completely relaxed. Let SUNSKIN™ be a part of your daily routine. Don’t Miss Out on Being Safe. SUNSKIN™; Lee and Aaker 2004, p. 5-6). Beyond the consumer goods context, the context for presenting financial products also might elicit promotion or prevention orientations. For example, an investment opportunity described as an individual stock offered in a trading account primes a promotion orientation, but a mutual fund offered in an individual retirement account primes a prevention orientation (Zhou and Pham 2004). The opportunities for applying the findings of this study thus are abundant and offer a distinctive means to attain competitive advantages in challenging markets.

In conclusion, our findings have clear implications not only for consumer research but customer behavior as a whole. The way managers position a product or frame a message can have a dramatic effect on the consumers they attract. Understanding the needs and motivations of these consumer markets will enable managers to create more satisfying consumer experiences. For example, consumer packaged goods companies might consider strategic brand positioning that emphasizes either experience promotion or disease prevention, create messaging that reinforces that motivation, and design collateral materials that sustain value for the target consumer.
APPENDIX

Effect Sizes: We calculate the effect size for each study using the appropriate test statistics. We use $r$ as the effect size measure. Some of the formulas (e.g., Fern and Monroe 1996; Rosenthal 1991) we use to calculate the effect sizes are shown here:

- $r$ from $t$: $r = \frac{t^2}{t^2 + df}$ where $df = n_1 + n_2 - 2$;
- $r$ from $F$: $r = \frac{F(1, -)}{\sqrt{F(1, -) + df_{error}}}$ where $F(1, -)$ indicates any $F$ with $df = 1$ in the numerator;
- $r$ from $\chi^2$: $r = \frac{\chi^2(1)}{N}$.

We calculate $r$ from means and standard deviations when means and standard deviations are provided. First, Cohen’s $d$ is calculated ($d = \frac{M_1 - M_2}{\sigma_{pooled}}$) and then converted to $r$ ($r = \frac{d}{\sqrt{d^2 + 4}}$).

Correction for Measurement Error: When possible, we correct the effect sizes for any attenuation due to measurement effects using the following formula (Hunter and Schmidt 2004): $r_c = r_{xy} \frac{r_{xx} r_{yy}}{r_{xx} + r_{yy} - 2}$, where $r_{xx}$ and $r_{yy}$ represent the measurement reliabilities of variables $x$ and $y$, respectively ($r_{xy}$ equal to $r_{contrast}$ and $r_{xx}$ equal to 1).

Combining Effect Sizes: To combine the effect sizes, the reliability adjusted $r$ is converted to Fisher’s $Z$ (Rosenthal 1991): $Z_i = 0.5 \times \ln \left(\frac{1 + r_i}{1 - r_i}\right)$ where $\ln$ is the natural logarithm $e$ (2.718281828), $r_i$ is the effect size being converted, and $z_i$ is the resultant Fisher’s $z$ score. Variance of Fisher’s $Z$ (Borenstein et al. 2009) is $V_z = \frac{1}{n-3}$ and standard error of Fisher’s $Z$ (Borenstein et al. 2009): $SE_z = \sqrt{V_z}$. We test the overall main effects (table 3) using a random effects model (for formulas see Borenstein et al. 2009).

Heterogeneity of the effect sizes: We assess heterogeneity via the $Q$ test (Borenstein et al. 2009): $Q = \sum_{i=1}^{k} W_i (Y_i - M)^2$ where $W_i$ is the study weight, $Y_i$ is the study effect size, and $M$ is the Fisher’s $z$ transformation of an individual study’s effect. The degrees of freedom are $k-1$ where $k$ is the current number of effects being integrated. If the effect is heterogeneous, then one tests for the effect of moderator variables. We assess the effects of the moderators (tables 4 and 5) using a fixed effect model, as the sample sizes are small in some groups. The moderator sample sizes may be smaller than those for the main effects as some categories have too few observations to conduct meaningful comparisons.

File Drawer: Using Rosenthal’s (1991) formula, file drawer $N$ is calculated as $X = \frac{(\sum z_i)^2}{(\frac{z_{1 - \alpha/2}}{z})^2}$ $k$ where $k$ is the current number of studies employed and the term $z_{1 - \alpha/2}$ usually refers to a $z$ value of 1.645, representing a two-tail probability of 0.05.
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### TABLE 1  
DEPENDENT VARIABLE CODING

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Example (citation)</th>
<th>Other Representative Paper(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td>Refers to dependent measures that assess participants’ attitudes or reactions to a product, a message or other stimuli.</td>
<td>Evaluating a brand on four bipolar scales (e.g., bad/good) (Wan et al. 2009, studies 1, 4)</td>
<td>Briley and Aaker 2006; Lee, Aaker and Gardner 2000, studies 1-4</td>
</tr>
<tr>
<td>Behavioral Intention</td>
<td>Refers to dependent measures that assess participants’ willingness to engage in a behavior.</td>
<td>Indicating intention to eat more fruits and vegetables (Cesario et al. 2004, study 1)</td>
<td>Pham and Chang 2010, study 4; Van-Dijk and Kluger 2004; Zhou and Pham 2004</td>
</tr>
<tr>
<td>Behavior</td>
<td>Refers to dependent measures that capture participants’ actual behavior.</td>
<td>Completing anagrams accurately (Forster et al. 1998, studies 1-2)</td>
<td>Brebels, De Cremer and Sedikides 2008; Lalwani, Shrum and Chiu 2009</td>
</tr>
<tr>
<td>Processing</td>
<td>Refers to dependent measures that assess the extent to which participants processed information as measured by variables such as recall, elaboration, thought listing.</td>
<td>Recalling information from scenarios previously presented (Aaker and Lee 2001, study 2)</td>
<td>Roese, Hur and Pennington 1999, study 1</td>
</tr>
<tr>
<td>Fluency</td>
<td>Refers to dependent measures that assess participants’ ease of processing as measured by variables such as reaction time or subjective assessments of difficulty/ease of processing.</td>
<td>Indicating ease of processing, difficulty of understanding (Lee et al. 2010, study 4)</td>
<td>Forster, Higgins, and Bianco 2003, Study 1; Mourali and Pons 2009, studies 2-3</td>
</tr>
<tr>
<td>Feeling Right</td>
<td>Refers to dependent measures that explicitly assess the extent to which participants feel right as a function of regulatory fit.</td>
<td>Indicating feeling while they were reviewing information (Lee et al. 2010, study 4)</td>
<td>Malaviya and Sternthal 2009, study 2</td>
</tr>
<tr>
<td>Feeling Confident</td>
<td>Refers to dependent measures that explicitly assess the extent to which participants feel confident as a function of regulatory fit.</td>
<td>Evaluating confidence in ratings (Cesario et al. 2004, study 3)</td>
<td>Wan et al. 2009, studies 1 &amp; 4</td>
</tr>
<tr>
<td>Affect</td>
<td>Refers to dependent measures that capture participants’ affective states including mood, emotion, and feeling.</td>
<td>Indicating how pleasant an arm position is (Forster et al. 1998, studies 1-2)</td>
<td>Wan et al. 2009, studies 1-4</td>
</tr>
</tbody>
</table>

Note: Complete coding manual available from the authors.
### TABLE 2

**MODERATOR VARIABLE CODING**

<table>
<thead>
<tr>
<th>Components of Regulatory Fit</th>
<th>Definition</th>
<th>Example (citation)</th>
<th>Other Representative Paper(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Source of Focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic</td>
<td>Regulatory focus is captured via standardized measures.</td>
<td>Completing the regulatory focus questionnaire (RFQ; Hong and Lee 2008, study 3)</td>
<td>Selves: Avnet and Higgins 2006; Self-Guide: Evans and Petty 2003; Lockwood: Zhao and Pechmann 2007</td>
</tr>
<tr>
<td>Momentary</td>
<td>Regulatory focus is manipulated via self or situation-generated prime.</td>
<td>(See definitions and exemplars below)</td>
<td></td>
</tr>
<tr>
<td><strong>Momentary Focus Prime</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Generated</td>
<td>Momentary focus is manipulated via a prime which is of or related to the self in which participants are asked to reflect on their own lives or imagine themselves in a situation as part of their regulatory orientation (Aaker and Lee 2006, pp. 450).</td>
<td>Imagining oneself winning a championship or losing a championship (Aaker and Lee 2001, studies 2-4); Completing a maze task framed as a mouse seeking cheese or escaping an owl (Zhang and Mittal, 2007)</td>
<td>Idson, Liberman, and Higgins 2004; studies 1-2; Lee et al. 2010, study 1, 2; Mourali and Pons 2009, studies 1-3; Forster et al. 2003, study 3; Jain, Agrawal, and Maheswaran 2006, study 1; Zhou and Pham 2004, study 4</td>
</tr>
<tr>
<td>Situation-Generated</td>
<td>Momentary focus is manipulated via exposure to stimuli or a context (not of or related to the self).</td>
<td>Completting the regulatory focus questionnaire (RFQ; Hong and Lee 2008, study 3)</td>
<td></td>
</tr>
<tr>
<td><strong>Fit Type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td>The manipulation of regulatory fit prompts “people to engage in decision making processes that are either consistent or inconsistent with their regulatory orientation” (Aaker and Lee 2006, pp. 450).</td>
<td>Listing eagerness or vigilance related action plans (Freitas and Higgins 2002, study 2)</td>
<td>Avnet and Higgins 2006; Forster and Higgins 2005, study 2; Z and Meyers-Levy 2007, study 2</td>
</tr>
<tr>
<td>Outcome</td>
<td>The manipulation of regulatory fit “leverages the outcome to which people with distinct regulatory goals are sensitive” (Aaker and Lee 2006, p. 16).</td>
<td>Considering the benefits or risk to be avoided from drinking grape juice (Lee and Aaker, 2004, studies 1, 4, and 5)</td>
<td>Evans and Petty 2003; Jain et al. 2006, studies 1-3; Werth and Forster 2007</td>
</tr>
<tr>
<td><strong>Fit Scope</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incidental</td>
<td>Regulatory fit is “induced prior to, and completely independent of, the persuasive message itself” (Cesario, Higgins and Scholer 2008, p. 450).</td>
<td>Rating photos of dogs after a fit manipulation developing action plans to achieve prevention and promotion goals (Higgins et al. 2003, study 4)</td>
<td>Hong and Lee 2008, study 1, 2, &amp; 4; Koenig et al. 2009, study 1</td>
</tr>
<tr>
<td>Integral</td>
<td>Regulatory fit is “induced prior to, and completely independent of, the persuasive message itself” (Cesario, Higgins and Scholer 2008, p. 450).</td>
<td>Rating attitudes towards a brand following an advertisement for that brand in which the tagline in the advertisement is presented in eagerness or vigilance terms (Freitas and Higgins 2002, study 2)</td>
<td>Jain, Agrawal and Maheswaran 2006, studies 1-3; Mourali and Pons 2009, study 1-3</td>
</tr>
<tr>
<td><strong>Fit Match</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision Style</td>
<td>Regulatory fit manipulates the cognitive strategy people are encouraged to use.</td>
<td>Making product choices using either attribute- or alternative-based strategies (Mourali and Pons 2009, study 1-3)</td>
<td>Pham and Chang 2010, study 1; Zhou and Pham 2004, study 4</td>
</tr>
<tr>
<td>Eagerness/Vigilance Strategies</td>
<td>Regulatory fit manipulates participant use of approach/avoidance strategies which may be induced through exposure to positive and negative outcomes.</td>
<td>Evaluating strategies presented in eagerness or vigilance terms (Freitas and Higgins 2002, study 1)</td>
<td>Evans and Petty 2003; Forster et al. 1998, studies 1-2</td>
</tr>
<tr>
<td>Framing</td>
<td>Regulatory fit manipulation utilizes the relative sensitivities to gain (non-gain) vs. loss (non-loss) information.</td>
<td>Imagining a gain (promotion-fit) or a non-loss (prevention-fit) scenario (Monga and Zhu 2005, study 1)</td>
<td>Cesario et al. 2004, studies 1-2; Grimm et al. 2008, studies 1-2</td>
</tr>
<tr>
<td>Hedonic vs. Utilitarian</td>
<td>Regulatory fit is manipulated through presentation of information that appeals to desires or utility (e.g., affective or cognitive information).</td>
<td>Using a feeling based strategy or a reason-based strategy to evaluate a product (Avnet and Higgins 2006)</td>
<td>Chen et al. 2004, studies 1-3; Pham and Avnet 2004, study 1</td>
</tr>
<tr>
<td>Mode of Presentation</td>
<td>Regulatory fit manipulates the way in which attribute information is presented.</td>
<td>Willingness to pay for a meal selected from a hierarchical- or list-format menu (Pham and Chang 2010, study 4)</td>
<td>Wan et al. 2009, studies 3-4; Zhang and Mittal 2007, study 3</td>
</tr>
<tr>
<td>Self-View</td>
<td>Regulatory fit is captured through differences in self-views as measured by a standardized scale, identified by country-of-origin, or manipulated by a situational prime.</td>
<td>Being Chinese (prevention) or European-American (promotion) (Lalwani et al. 2009, study 1)</td>
<td>Aaker and Lee 2001, study 1</td>
</tr>
</tbody>
</table>
**TABLE 2 (CONTINUED)**  
MODERATOR VARIABLE CODING

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Example (cite)</th>
<th>Other Representative Paper(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Boundary Conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Involvement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>Refers to studies in which participant motivation was low due to explicit manipulation, individual difference measurement, absence of financial incentives, or absence of personal relevance.</td>
<td>Scoring low on need for cognition scale (Evans and Petty 2003)</td>
<td>Wan et al. 2009, studies 1-4; Wang and Lee 2006, studies 1-2</td>
</tr>
<tr>
<td>High</td>
<td>Refers to studies in which participant motivation was high due to explicit manipulation, individual difference measurement, financial incentives, or personal relevance.</td>
<td>Scoring high on need for cognition scale (Evans and Petty 2003)</td>
<td>Otto et al. 2010; Wang and Lee 2006, studies 1-2</td>
</tr>
<tr>
<td><strong>Category</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service</td>
<td>Refers to studies in which a dependent variable measured participant assessment of a service.</td>
<td>Indicating one's intention to be tested for hepatitis (Hong and Lee 2008, study 4).</td>
<td>Higgins et al. 2001, study 1a</td>
</tr>
<tr>
<td>Product</td>
<td>Refers to studies in which a dependent variable measured participant assessment of a product.</td>
<td>Evaluating a fictional breakfast product called Fast-Break (Evans and Petty 2003)</td>
<td>Kirmani and Zhu 2007, study 1; Lee and Aaker 2004, studies 1, 4; Mourali and Pons 2009, study 2</td>
</tr>
<tr>
<td><strong>Methodological Moderators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Domain</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Marketing</td>
<td>Refers to studies in which the persuasive message discusses a product or a service related to the health of the participant or people in general.</td>
<td>Evaluating an anti-smoking advertisement (Zhao and Pechmann 2007, studies 1-2)</td>
<td>Keller 2006, study 2</td>
</tr>
<tr>
<td>Non-Health Marketing</td>
<td>Refers to studies in which the persuasive message discusses a product or a service (unrelated to the health of the participant or people in general).</td>
<td>Indicating attitudes toward a product message about an automobile (Mogilner et al. 2008, study 1)</td>
<td>Mourali and Pons 2009, study 2</td>
</tr>
<tr>
<td>Psychology/Other</td>
<td>Refers to studies in which there was no persuasive message for either a product or a service.</td>
<td>Classifying a line based on length and orientation (Maddox, Baldwin, and Markman 2006, study 1-3)</td>
<td>Roese et al. 1999, study 1</td>
</tr>
<tr>
<td><strong>Participant</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>Refers to studies in which participant are listed as undergraduates or students aged 22 or younger.</td>
<td>Approaching undergraduate students in a university library to read a scenario (Monga and Zhu 2005, study 1)</td>
<td>Forster et al. 1998; Hong and Lee 2008 studies 1 &amp; 4</td>
</tr>
<tr>
<td>Non-Student</td>
<td>Refers to studies in which any other participant type was used.</td>
<td>Intercepting mall visitors to study product evaluations (Herzenstein, Posavac and Brakus 2007, study 1)</td>
<td>Hong and Lee 2008, study 3; Holler et al. 2008, studies 1 &amp; 2</td>
</tr>
<tr>
<td><strong>Incentive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course Credit</td>
<td>Refers to studies in which individuals received course credit in return for their participation.</td>
<td>Being renumerated with course credit (Werth and Foerster 2007, studies 1-2)</td>
<td>Cesario et al. 2004; Idson et al. 2004</td>
</tr>
<tr>
<td>Money</td>
<td>Refers to studies in which individuals received money or a gift in return for their participation.</td>
<td>Being paid $5 to participate in a study (Mogilner, Aaker and Pennington 2008, studies 1-3)</td>
<td>Grimm et al. 2008, study 2; Mourali and Pons 2009, study 1</td>
</tr>
<tr>
<td>Dependent Variable</td>
<td>Neff</td>
<td>Total N</td>
<td>r</td>
</tr>
<tr>
<td>--------------------</td>
<td>------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Evaluation</td>
<td>137</td>
<td>11,195</td>
<td>0.22</td>
</tr>
<tr>
<td>Behavior Intention</td>
<td>55</td>
<td>5,494</td>
<td>0.22</td>
</tr>
<tr>
<td>Behavior</td>
<td>57</td>
<td>4,252</td>
<td>0.28</td>
</tr>
<tr>
<td>Processing</td>
<td>48</td>
<td>3,096</td>
<td>0.25</td>
</tr>
<tr>
<td>Fluency</td>
<td>15</td>
<td>1,093</td>
<td>0.30</td>
</tr>
<tr>
<td>Feeling Right</td>
<td>3</td>
<td>350</td>
<td>0.28</td>
</tr>
<tr>
<td>Feeling Confident</td>
<td>6</td>
<td>634</td>
<td>0.20</td>
</tr>
<tr>
<td>Affect</td>
<td>54</td>
<td>5,494</td>
<td>0.09</td>
</tr>
</tbody>
</table>

TABLE 3
REGULATORY FIT EFFECTS
### TABLE 4
COMPONENTS OF REGULATORY FIT

<table>
<thead>
<tr>
<th>Source of Focus</th>
<th>Evaluation</th>
<th>Behavioral Intention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentary</td>
<td>r</td>
<td>N&lt;sub&gt;eff&lt;/sub&gt;</td>
</tr>
<tr>
<td>Chronic</td>
<td>0.23</td>
<td>121</td>
</tr>
<tr>
<td>Momentary</td>
<td>0.23</td>
<td>70</td>
</tr>
<tr>
<td>Focus</td>
<td>0.23</td>
<td>51</td>
</tr>
<tr>
<td>Fit Type</td>
<td>Process</td>
<td>0.22</td>
</tr>
<tr>
<td>Outcome</td>
<td>0.25</td>
<td>46</td>
</tr>
<tr>
<td>Fit Scope</td>
<td>Incidental</td>
<td>0.22</td>
</tr>
<tr>
<td>Integral</td>
<td>0.24</td>
<td>90</td>
</tr>
<tr>
<td>Momentary</td>
<td>0.29</td>
<td>18</td>
</tr>
<tr>
<td>Focus</td>
<td>0.22</td>
<td>44</td>
</tr>
<tr>
<td>Momentary</td>
<td>0.24</td>
<td>25</td>
</tr>
<tr>
<td>Focus</td>
<td>0.24</td>
<td>12</td>
</tr>
<tr>
<td>Momentary</td>
<td>0.21</td>
<td>21</td>
</tr>
<tr>
<td>Focus</td>
<td>0.28</td>
<td>22</td>
</tr>
<tr>
<td>Fit Type</td>
<td>Process</td>
<td>0.27</td>
</tr>
<tr>
<td>Outcome</td>
<td>0.26</td>
<td>15</td>
</tr>
<tr>
<td>Fit Scope</td>
<td>Incidental</td>
<td>0.27</td>
</tr>
<tr>
<td>Integral</td>
<td>0.27</td>
<td>27</td>
</tr>
</tbody>
</table>

* p < .05, ** p < .01, *** p < .001

---

### Behavior Processing

<table>
<thead>
<tr>
<th>Source of Focus</th>
<th>Evaluation</th>
<th>Behavioral Intention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentary</td>
<td>r</td>
<td>N&lt;sub&gt;eff&lt;/sub&gt;</td>
</tr>
<tr>
<td>Focus</td>
<td>0.24</td>
<td>43</td>
</tr>
<tr>
<td>Momentary</td>
<td>0.21</td>
<td>21</td>
</tr>
<tr>
<td>Focus</td>
<td>0.28</td>
<td>22</td>
</tr>
<tr>
<td>Fit Type</td>
<td>Process</td>
<td>0.27</td>
</tr>
<tr>
<td>Outcome</td>
<td>0.26</td>
<td>15</td>
</tr>
<tr>
<td>Fit Scope</td>
<td>Incidental</td>
<td>0.27</td>
</tr>
<tr>
<td>Integral</td>
<td>0.27</td>
<td>27</td>
</tr>
</tbody>
</table>

* p < .05, ** p < .01, *** p < .001

Note: r refers to size of the effect; Z tests that the size of the effect is different than 0; Q tests whether the size of the effect is differs among the levels of the moderator.
### TABLE 5
**BOUNDARY CONDITIONS AND METHODOLOGICAL FACTORS**

<table>
<thead>
<tr>
<th>Level</th>
<th>Evaluation</th>
<th>Behavioral Intention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>N_{eff}</td>
</tr>
<tr>
<td>Involvement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.08</td>
<td>18</td>
</tr>
<tr>
<td>Low</td>
<td>0.24</td>
<td>119</td>
</tr>
<tr>
<td>Category</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service</td>
<td>0.18</td>
<td>15</td>
</tr>
<tr>
<td>Product</td>
<td>0.24</td>
<td>89</td>
</tr>
<tr>
<td>Domain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Marketing</td>
<td>0.19</td>
<td>50</td>
</tr>
<tr>
<td>Non-Health Marketing</td>
<td>0.27</td>
<td>60</td>
</tr>
<tr>
<td>Psychology/Other</td>
<td>0.22</td>
<td>27</td>
</tr>
<tr>
<td>Participant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>0.24</td>
<td>125</td>
</tr>
<tr>
<td>Non-Student</td>
<td>0.18</td>
<td>10</td>
</tr>
<tr>
<td>Incentive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course Credit</td>
<td>0.23</td>
<td>44</td>
</tr>
<tr>
<td>Money</td>
<td>0.22</td>
<td>38</td>
</tr>
</tbody>
</table>

*p < .05, **p < .01, ***p < .001

Note: \( r \) refers to size of the effect; \( Z \) tests that the size of the effect is different than 0; \( Q \) tests whether the size of the effect is differs among the levels of the moderator.
Key Findings

RF had significant main effects on evaluation, behavior intention, behavior, processing, fluency, feeling right, and feeling confident.

Surprisingly RF had a small but significant effect on affect.

Implications & Avenues for Future Research

RF is an important driver of consumer response. The effect size is of moderate magnitude. The number of studies examining the effects of RF on feeling right and feeling confident and engagement are fairly small. Thus, additional research needs to examine the main effects of RF on these variables and assess their individual and joint mediating effects.

The role of RF on affect needs to be explored. Pham (2008) and Pham and Avnet (2004, 2008) suggest a number of important avenues to be explored.

Components of Fit: Source of Focus, Momentary Focus, Fit Type, Fit Scope, and Fit Match

Source of Focus: Chronic vs. Momentary Focus
Chronic focus (relative to momentary) resulted in a larger effect size for behavior.

Although both forms of focus have significant effects on evaluation, behavioral intention, behavior, and processing, there are differences in the size of the effect for chronic focus as compared to momentary focus for behavior. Further research is needed to explore why this difference is observed.

Momentary Focus: Situation vs. Self-Generated
Situation-generated (relative to self-generated) primes resulted in a larger effect size for behavior and processing.

Although both forms of momentary focus primes have significant effects on evaluation, behavioral intention, behavior, and processing, there are differences in the size of the effect for situation-generated as compared to self-generated for behavior and processing. Further research is needed to identify the mechanism underlying this difference.

Fit Type: Process vs. Outcome
We did not find significant differences for RF process versus outcome-based fit

RF effects appear to be robust across the two manipulations of regulatory fit.

Fit Scope: Integral vs. Incidental
Decision tasks integral (relative to incidental) to the manipulation of regulatory fit resulted in a larger effect size for behavior intention.

Decisions integral and incidental to regulatory fit are comparably strong predictors of evaluation, behavior, and processing. For behavioral intention, integral task show significantly stronger effects. Additional research is needed to assess the individual effects at each level as well as the difference between the two type of decision.

Fit Match: Decision Style, Eager/Vigilant Strategies etc.
The results overall find the most consistently strong results for the framing and hedonic versus utilitarian fit manipulations. Further, we find the most robust effects for behavior when self-view is used and for processing when hedonic versus utilitarian is used.

The RF effect is robust across the methods of fit match. However, the size of the RF effect varies as function of the way in which fit is created. Further research is needed to explore the interaction of method of fit match and the dependent variable.

Boundary Conditions: Involvement and Category
RF effects on evaluation, behavior intention, and processing were stronger when the situation was less involving. A similar pattern of results were found for products for evaluation and processing (generally viewed as less involving than services).

The results are in line with the work of Wang and Lee (2006). That is, RF effects are stronger when individuals are in low involving situations. These results are consistent with findings in other consumer behavior domains that individuals in low-involved situations increase their dependence on heuristics (e.g., Petty, Caccioppo and Schumann 1983).

Methodological Factors: Domain, Participant Type and Incentive
Stronger RF effects were found for students (on evaluation and processing), and when the study domain was health (on behavior) and non-health (on evaluation).

Students are likely to be familiar with participating in research studies and as a consequence be less involved than adults who might find the study to be a novel situation. The area of health appears to be a fruitful domain for predicting behavior. Thus, RF theory appears to have strong public policy implications.

TABLE 6
SUMMARY OF KEY FINDINGS, IMPLICATIONS AND AVENUES FOR FUTURE RESEARCH

<table>
<thead>
<tr>
<th>Key Findings</th>
<th>Implications &amp; Avenues for Future Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF Main Effects</td>
<td>RF is an important driver of consumer response. The effect size is of moderate magnitude. The number of studies examining the effects of RF on feeling right and feeling confident and engagement are fairly small. Thus, additional research needs to examine the main effects of RF on these variables and assess their individual and joint mediating effects.</td>
</tr>
<tr>
<td>Surprisingly RF had a small but significant effect on affect.</td>
<td>The role of RF on affect needs to be explored. Pham (2008) and Pham and Avnet (2004, 2008) suggest a number of important avenues to be explored.</td>
</tr>
<tr>
<td>Source of Focus: Chronic vs. Momentary Focus</td>
<td>Although both forms of focus have significant effects on evaluation, behavioral intention, behavior, and processing, there are differences in the size of the effect for chronic focus as compared to momentary focus for behavior. Further research is needed to explore why this difference is observed.</td>
</tr>
<tr>
<td>Situation-generated (relative to self-generated) primes resulted in a larger effect size for behavior and processing.</td>
<td>Although both forms of momentary focus primes have significant effects on evaluation, behavioral intention, behavior, and processing, there are differences in the size of the effect for situation-generated as compared to self-generated for behavior and processing. Further research is needed to identify the mechanism underlying this difference.</td>
</tr>
<tr>
<td>Fit Type: Process vs. Outcome</td>
<td>RF effects appear to be robust across the two manipulations of regulatory fit.</td>
</tr>
<tr>
<td>Fit Scope: Integral vs. Incidental</td>
<td>Decisions integral and incidental to regulatory fit are comparably strong predictors of evaluation, behavior, and processing. For behavioral intention, integral task show significantly stronger effects. Additional research is needed to assess the individual effects at each level as well as the difference between the two type of decision.</td>
</tr>
<tr>
<td>Fit Match: Decision Style, Eager/Vigilant Strategies etc.</td>
<td>The RF effect is robust across the methods of fit match. However, the size of the RF effect varies as function of the way in which fit is created. Further research is needed to explore the interaction of method of fit match and the dependent variable.</td>
</tr>
<tr>
<td>Boundary Conditions: Involvement and Category</td>
<td>The results are in line with the work of Wang and Lee (2006). That is, RF effects are stronger when individuals are in low involving situations. These results are consistent with findings in other consumer behavior domains that individuals in low-involved situations increase their dependence on heuristics (e.g., Petty, Caccioppo and Schumann 1983).</td>
</tr>
<tr>
<td>Methodological Factors: Domain, Participant Type and Incentive</td>
<td>Students are likely to be familiar with participating in research studies and as a consequence be less involved than adults who might find the study to be a novel situation. The area of health appears to be a fruitful domain for predicting behavior. Thus, RF theory appears to have strong public policy implications.</td>
</tr>
</tbody>
</table>
FIGURE 1
REGULATORY FIT FRAMEWORK FOR META-ANALYSIS

Components of Fit

- Source of Focus (Momentary vs. Chronic)
- Momentary Focus Prime (Self vs. Situation)
- Fit Type (Process vs. Outcome)
- Fit Scope (Incidental vs. Integral)
- Fit Match (Decision Style, Eagerness/Vigilance Strategies, Framing, Hedonic/Utilitarian, Mode of Presentation & Self-View)

Boundary Conditions

- Involvement (Low vs. High)
- Category (Service vs. Product)

Outcomes*

- Evaluation
- Intentions
- Behavior
- Processing

Methodological Factors

- Domain (Health, Non-Health Marketing & Psychology)
- Participant (Student vs. Non-Student)
- Incentive (Credit vs. Money)

* The main effects of regulatory fit are also examined on fluency, feeling right, feeling confident and affect.